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The ReconOS operating system provides a common, multithreaded
model for programming multi-core processors that feature reconfig-
urable hardware cores as well as general instruction set cores.

A paradigm shift from single-core to parallel multi-core proces-
sors has occurred over the last couple of years to further increase
the performance of processors. Originating in high-performance
computing, this trend has quickly reached general purpose and
finally also embedded central processing units (CPUs). Contin-
uing advances in chip manufacture will not only allow an in-
creasing number of homogeneous CPU cores to be integrated
in a single chip but will also allow for combining specialized
cores to form a heterogeneous multi-core. Many experts be-
lieve that such heterogeneous multi-cores will provide advan-
tages in performance and energy efficiency over homogeneous
multi-cores, because the different cores can be tailored to specific
applications.1 Although there are established methods for pro-
gramming homogeneous multi-cores, the programming of het-
erogeneous multi-cores is still the subject of ongoing research.

In our research, we are particularly interested in heteroge-
neous multi-cores that include both programmable instruction
set processors as well as fixed and reconfigurable function hard-
ware cores. Reconfigurable hardware cores leverage program-
mable hardware such as field programmable gate arrays. This
technology permits the customization of hardware structures
to implement highly specialized and efficient fixed-function co-
processors. This reconfiguration process is controlled by soft-
ware and can occur either once at the startup of the system or
even during runtime. Augmenting multi-core processors with
reconfigurable cores is attractive, because the reconfigurability
allows tailoring of the multi-core to particular applications after
fabrication, and can thus be considered an enabling technology
for building future self-aware adaptive computer systems.

Programming such heterogeneous multi-cores with recon-
figurable cores poses additional challenges. The main challenge

Figure 1. Schematic view of a heterogeneous multi-core processor fea-
turing central processing unit (CPU) cores and reconfigurable hard-
ware cores controlled by the ReconOS reconfigurable operating system.
sw: Software. hw: Hardware.

we address in this work is the software integration of the re-
configurable cores with CPU cores. In contrast to CPU cores,
reconfigurable cores are not general purpose instruction set
processors that can execute arbitrary code but, once configured,
can be considered fixed-function computation units. The typi-
cal way of integrating such fixed computational units with the
rest of the application running on one or several CPU cores is to
demote them to coprocessors that can only act under the direct
control of a dedicated master CPU.

In previous work at the University of Paderborn, we have
developed the ReconOS reconfigurable operating system.2 Re-
conOS uses a fundamentally different approach to integrate re-
configurable cores with CPU cores. The basic idea of ReconOS is
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to provide a multithreaded programming abstraction that uses
threads as the basic unit of computation. This programming
model is already widely used for programming homogeneous
multi-cores and is thus familiar to software developers. The con-
tribution of ReconOS is to generalize this model to threads that
can be executed either on CPU cores (software threads) or on
fixed or reconfigurable hardware cores (hardware threads). In
other words, instead of restricting reconfigurable cores to being
slave coprocessors, ReconOS promotes reconfigurable cores to
hardware threads, which act as real peers to software threads
executing on the CPUs of the system.

Communication and synchronization of threads is handled
entirely by means of well-known operating system functions (for
example, message boxes, shared memory areas and semaphores)
regardless of whether a thread is a hardware or a software
thread. In fact, since communication between threads is only
possible through these functions, it is irrelevant for a multi-
threaded application to know whether a specific thread is
implemented in hardware or software. The symmetry between
hardware and software threads simplifies the specification and
implementation of applications for heterogeneous multi-cores
because it allows the developer to start with a pure multi-
threaded software implementation and to successively replace
particular software threads with equivalent hardware threads.
Thanks to the consistent operating system interface, no changes
other than the switching of software to hardware threads are
required. A schematic view of a heterogeneous multi-core with
reconfigurable cores is shown in Figure 1.

In recent work, we have presented a video object track-
ing application that uses the capabilities of ReconOS to main-
tain quality-of-service requirements.3 The tracker uses a particle
filter algorithm that generates a variable computational load
depending on the complexity of the scene and the tracked ob-
ject. Whenever the frame rate of the tracker drops below a
user-defined lower threshold, the application uses ReconOS to
migrate functionality from software to hardware, to increase the
tracking rate. Conversely, functionality is migrated from hard-
ware to software when the frame rate exceeds an upper thresh-
old, to free resources for other hardware threads.

The ReconOS approach not only simplifies the application
design process but also opens a variety of novel possibilities
that are particularly interesting for future adaptive and self-
aware computing systems. For example, if the same function
is available as a software and a hardware thread implemen-
tation, the decision about where the function will be executed
can be deferred until runtime. An encryption task, for instance,
could be executed with either a low-performance software

implementation or a high-throughput hardware implementation
for a reconfigurable core. If only small amounts of data need to
be encrypted in the current system state, the encryption may
be mapped to a software thread, whereas the hardware thread
may be used when the current state requires encryption of large
amounts of data.

This ability to adapt a computing system based on the cur-
rent and expected user requirements and environmental condi-
tions is an enabling technology for the new class of self-aware
and self-expressive computing systems, which are the subject of
study in the Engineering Proprioception in Computing Systems
(EPiCS) project, a part of the European Union Seventh Frame-
work Programme.4 Self-awareness relates to the system’s con-
tinuous monitoring of its internal state (e.g., resource utilization,
temperatures, performance and errors) and the state of the envi-
ronment (e.g., current user requirements and available energy)
for building models of the current and future behaviour of the
system. These models form the basis for autonomous decision
making to continuously optimize the system’s operation under
conflicting objectives, such as maximizing performance, mini-
mizing energy consumption and minimizing latency. This adap-
tation process is known as self-expression.

With ReconOS we have developed a novel operating system
for heterogeneous multi-cores comprising CPU cores and recon-
figurable cores. The main innovation of ReconOS is to provide
a unified, multithreaded programming model for both hard-
ware and software threads, which allows implementation of
adaptive applications that move functionality between software
and hardware during runtime. Currently, these adaptations are
mostly reactive. For example, they are triggered when detecting
a certain system state such as a violation of quality of service con-
straints. In future work we plan to integrate machine learning
techniques to make the adaptation process proactive. ReconOS
is made available to the research community as open-source and
you can download the source code and documentation from the
project repository.5

The research leading to these results has received funding from the Eu-
ropean Union Seventh Framework Programme under grant 257906.
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